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PURPOSE. With the goal of eventually restoring functional vision in patients with retinal degenerative diseases, USC/Second Sight Medical Products, Inc. chronically implanted blind human subjects with a prototype epiretinal prosthesis consisting of a $4 \times 4$ array of 16 stimulating electrodes. To accurately represent a visual scene, a visual prosthesis must convey luminance information across a range of brightness levels. To achieve this, the brightness of phosphenes produced by an individual electrode should scale appropriately with luminance, and the same luminance should produce equivalently bright phosphenes across the entire electrode array. The goal was to examine how apparent brightness changes as a function of stimulation intensity across electrodes.

METHODS. As described in previous studies, electrical stimulation of intact cells of the neural retina using this prosthetic device reliably elicits visual percepts in human subjects blinded by retinitis pigmentosa. Here, apparent brightness for a range of electrical amplitudes was measured using both subjective magnitude rating and brightness-matching procedures in chronically implanted human subjects.

RESULTS. It was found that apparent brightness can be described as a power function of stimulation intensity. The same model can also predict brightness matching across electrodes.

CONCLUSIONS. These results suggest that a relatively simple model for scaling current across electrodes may be capable of producing equivalently bright phosphenes across an entire array. (ClinicalTrials.gov number, NCT00279500.) (Invest Ophtalmol Vis Sci. 2009;50:5017–5025) DOI:10.1167/iovs.08-2897

Retinitis pigmentosa and age-related macular degeneration are two of the more frequent causes of blindness in the developed world.1–3 Both diseases are progressive and begin with the degeneration of photoreceptors. In later stages of these diseases, bipolar, amacrine, and ganglion cells are still present, though their numbers are significantly decreased4–6 and their spatial organization and circuitry are significantly disorganized.7,8 There are more than 180 different gene mutations that result in photoreceptor diseases for which there is currently no cure or treatment.1 Ideally, it would be possible to develop a treatment for these conditions that would not require targeting each genetic defect independently.

Several groups are developing implantable microelectronic visual prostheses that produce percepts by electrically stimulating remaining retinal neurons. To date, several groups have succeeded in generating visual percepts via electrical stimulation with implanted acute, semi-acute, and long-term retinal prostheses in human patients.9–11 The ultimate goal of these projects is to generate useful vision in blind patients by transforming a video stream into a spatial and temporal sequence of electrical pulses that represents meaningful visual information. However, creating a perceptually meaningful pattern of stimulation is dependent on a detailed understanding of the perceived intensity of any given stimulation pattern; to date, the literature examining the perceptual consequences of electrical stimulation remains relatively sparse.10–12,15–20

A visual prosthesis should produce regions of constant brightness across a range of brightness levels, and ideally these brightness levels should be consistent with the apparent brightness of objects as they appear to those with normal vision. Our goal was to examine how apparent brightness changes as a function of stimulation intensity in two blind human subjects chronically implanted with a prototype epiretinal prosthesis consisting of a $4 \times 4$ array of 16 stimulating electrodes.

In experiment 1, subjects rated the apparent brightness of pulse stimuli on individual electrodes using a reference pulse of fixed amplitude. We found that apparent brightness as a function of current amplitude can be described using a simple power function.

In experiment 2, a brightness-matching technique was used to compare apparent brightness across pairs of electrodes. We found that the apparent brightness of a given electrode can be related to other electrodes on the array using the same simple power function model.

The results from these two experiments suggest that a relatively simple model for scaling current across electrodes may, to a first approximation, be capable of producing equivalently bright phosphenes across an entire array.

GENERAL METHODS

Subjects

Here we describe data from two subjects, a subset of six subjects who have undergone implantation since February 2002. The other four subjects were excluded for a variety of reasons: one subject because of...
The Retinal Prosthesis

The implant consisted of an intraocular unit containing 16 platinum stimulating electrodes arranged in a 4 × 4 pattern within a silicone substrate (Fig. 1A) and an extraocular unit containing electronics for wireless data and power transmission (Fig. 1B). In all subjects, this epiretinally implanted array was positioned over the macular region and held in place by a small tack. For these two subjects, the array electrodes were 260 and 520 μm in diameter and were arranged in an alternating checkerboard pattern. The center-to-center separation between electrodes was approximately 800 μm. The electrodes therefore covered either a 2.84 × 2.84-mm area of retinal surface, corresponding to a visual angle of approximately 9.5°. The distant return electrode was placed on the electronics case. Several loops of excess wire were left in the orbit so that the eye could move freely without stressing the cable. A 16-wire SC cable connected the intraocular electrode array to the extraocular unit by traversing the sclera.

As described elsewhere, the extraocular component of the implant, which converts a radio frequency signal into electrical stimulation patterns, was surgically implanted in the temporal bone, similarly to a cochlear implant.21 Implant data and power were transmitted via an inductive wireless link using an external antenna magnetically aligned over the electronic implant. The desired pulse pattern was sent to a Investigational Device Exemption by the US Food and Drug Administration and was approved by the Institutional Review Board at the University of Southern California. This research adhered to the tenets of the Declaration of Helsinki.

Experiment 1: Brightness Rating for Single Electrodes

Methods

Stimuli. Stimulation for test and reference pulses always consisted of a single biphasic, cathodic-first, charge-balanced square wave pulse with a pulse duration of 0.975 ms and a 0.975-ms interpulse interval (see Fig. 1C). For safety reasons, all pulse trains were charge-balanced using anodic pulses of equal width and amplitude. The reference pulse was fixed at a current amplitude chosen to be roughly 2.5 times the threshold amplitude for a single pulse on that electrode. Charge densities were always below 1 mC/cm².

Procedure. We used a classic brightness-matching procedure based on that of Stevens.22 Before beginning each testing session, subjects were repeatedly stimulated with the reference pulse and were told, “This reference pulse has brightness of 10, and we will present it to you before we begin each trial. Your task is to compare the brightness of the test pulse in each trial to the brightness of this reference pulse. If the test pulse seems to be twice as bright as the reference pulse, then give it a rating of 20. If the test pulse seems to be half as bright as the reference pulse, then give it a rating of 5.”

Once the subject reported feeling confident about having a clear idea of the brightness of the reference pulse, we began the experiment. All subject ratings were provided verbally.

On each trial, subjects were first presented with the reference pulse and were reminded that this pulse should be considered as having a brightness of 10. This reference pulse was quickly (~1 second) followed by the test pulse. Short auditory cues marked the onset of the presentation of both the reference pulse and the test pulse. Subjects were then asked to verbally rate the apparent brightness of the test pulse compared with the reference pulse.

The test pulse was always presented on the same electrode as the reference pulse and had a current amplitude that varied pseudorandomly from trial to trial using the method of constant stimuli. Subjects were not told which test pulse current value had been presented on each trial, and no feedback was provided. Each test current amplitude was presented four times, and we calculated the mean and the SE of brightness ratings for each stimulation amplitude across these four repetitions.

Results

Subjects typically reported that phosphenes appeared white or yellow and were round or oval. At suprathreshold, percepts
were reported as brighter, and the shape occasionally became more complex than a simple round or oval shape. Shapes were reported as approximately 0.5 to 2 inches in diameter at arm’s length, corresponding to roughly 2° to 3° of visual angle. For both subjects, we also carried out a version of this experiment (data not shown) in which subjects were asked to rate both brightness and size on each trial. Subjects reported no difficulty or confusion when performing the two separate tasks, and brightness ratings were consistent with those obtained when performing the brightness task in isolation. For S1, size ratings were strongly correlated with brightness judgments, but for S2, the slope relating current amplitude to apparent size was much flatter than the slope obtained for brightness judgments. This variability in apparent size as a function of stimulation current between our two subjects was curious, but with only two subjects it was impossible to say whether this was attributed to differences in implantation between the two subjects (they were implanted with identical arrays), individual differences in the evoked percepts that were induced, or differences in how they interpreted the size task (for example, reporting the size of the brightest portion of the evoked phosphene or the composite phosphene).

Figure 2 shows brightness rating judgments for four electrodes for each of the two subjects on linear axes. (Note that rating data such as these are often presented on logarithmic axes: one reason for this is that in log-log axes a power function becomes a straight line whose slope is proportional to the exponent.) On each curve, the solid symbols represent mean subject ratings for each test electrode current amplitude, and the star represents the reference pulse (on the same electrode). Each data point represents four rating judgments. Two data sets in a single subplot represent repeated measurements on that electrode. Generally, these repeated sessions were separated by 21 days. In one case, for subject S1 (C3), we repeated the same set of measurements on the same electrode twice in a single session.

In the case of S1, rating judgments seemed to vary significantly across repeated measurements, even when these two sets of measurements were carried out on the same day. Possible explanations for these inconsistencies include changes in the rating scale for S1 (both within and across sessions), adaptation effects within a single session, and movement of the electrode array across sessions. It should be noted that despite these differences across sessions, S1 did reliably report the standard as having a brightness of 10 and reliably (with relatively small standard errors) reported increasing brightness with increasing current intensity, suggesting that she understood the task. S2 showed remarkable test-retest reliability even across separate sessions.

The curves through the data represent four model fits in descending order of complexity. The black dotted lines represent the best-fitting power function with a multiplicative scalar and additive intercept \(B = aC^{b} + d\), where \(B\) is the brightness rating made by the subject and \(C\) is the current amplitude of the test electrode. The black dashed lines represent the best-fitting power function \(B = aC^{b}\) for each electrode with the assumption of an intercept of zero. In other words, the subject would report a brightness of zero when there was no stimulation, and, equally, the subject did not have a hard threshold whereby very low current amplitude values led to a brightness rating of zero. The gray solid lines represent the best-fitting linear function \(B = aC\), where again we assumed a zero intercept. The black solid lines once again represent the best-fitting power function without intercept \(B = aC^{b}\); however, in this model, \(b\) was fixed to be the median of the best-fitting values of \(b\) across all four electrodes for that subject. Parameter values \(a\), \(b\), and \(d\) were determined using a standard least-squared errors minimization technique.

It can be seen that these fits were very similar; in most cases, the separate curves were almost completely overlapping. Best-fitting parameter values and percentages of variance accounted for are shown in Table 1.
For subject S1, there was little difference in the percentage of variance accounted for (R²) between any of the models. For subject S2, the fits for the power functions accounted for significantly more variance than the linear fit, but there was little difference in the percentage of variance accounted for between any of the power functions.

These data could probably also be fit well using other nonlinear functions: the power of our data was not sufficient to differentiate power fits from other similar models. One advantage of modeling our data using a power function with zero intercept is that the exponent b, which describes the shape of the curve relating apparent brightness to current amplitude, is then independent of the scaling parameter a. As described, the amplitude of the reference pulse was chosen relatively arbitrarily, leaving the parameter b to describe the nonlinearity in the amplitude-brightness function. If we had, for example, chosen the reference pulse to represent an apparent brightness of 5 rather than 10, then subjects’ ratings of the brightness of the test pulses (which were rated relative to the reference pulse) would have been halved. This would result in a being halved, but b would remain unchanged. We found that for S1, b varied between 0.69 and 1.07 with a mean value of 0.92 and a median value of 0.91. For S2, b varied between 0.31 and 0.58 with a mean value of 0.43 and a median value of 0.46.

A two-factor (subject ¥ electrode) ANOVA comparing the parameter b used to describe brightness-rating slopes (for the model with zero intercept) only found a significant effect of subject (P < 0.0001), with no effect of electrode size (P > 0.05) and no significant interaction between subject and electrode size.

### EXPERIMENT 2: BRIGHTNESS MATCHING

Although brightness ratings have the advantage of providing insight into the apparent brightness of the percept, these ratings are inherently subjective. As a result, brightness ratings are likely to vary substantially across sessions and across subjects. As shown in experiment 1, we see significant variance in rating judgments even within a single session in a single subject. It is also likely that rating judgments may be difficult for elderly patients showing some memory or cognitive dysfunction.\(^{23,24}\) Given that retinal implants target diseases such as retinitis pigmentosa and macular degeneration, which primarily affect older populations, methods of calibrating the brightness of electrodes that are robust against cognitive and memory decline have a distinct advantage.

In experiment 2, we used a brightness-matching technique in which subjects were asked to report which of two phosphenes appeared brighter. As well as comparing brightness-matching performance within a single electrode, we also compared brightness across pairs of electrodes.

### Methods

**Stimuli.** Both reference and test stimuli consisted of 200-ms, 15-Hz pulse trains that contained biphasic, cathodic-first, charge-balanced square wave pulses (Fig. 3A). The durations of the individual cathodic and anodic phases were 0.975 ms, and each phase was separated by a 0.975-ms interpulse interval, as in experiment 1. Our motivation for using pulse trains was that prosthetic stimulation is likely to use pulse trains rather than discrete pulses. Fifteen hertz was below the critical flicker fusion limit of our two subjects, who reported perceivable flickering in stimuli of 20 Hz and greater. The appearance of our stimuli was of a single stimulus (which might contain multiple phosphenes) with a moderate amount of flicker that did not interfere with task performance: 15 Hz was chosen as a relatively low frequency (desirable because of system-specific engineering constraints) that produced only a moderate sensation of flicker.

Because we were using pulse trains rather than single pulses (as in experiment 1) we used a smaller range of current amplitudes in the brightness-matching experiment to remain below the conservative long-term charge density limit of 0.35 mC/cm².

**Procedure.** For each subject, the same reference electrode was used throughout the experiment. The reference electrode for S1 was C3, and the reference electrode for S2 was C2. The brightness of the reference electrode was compared with that of six test electrodes for each subject.

The choice of the reference electrode was based on two criteria: the electrode threshold was chosen to be close to the median threshold value across all 16 electrodes, and the electrode was chosen to be within the innermost 2 ¥ 2 square of the array.

Subjects made brightness judgments between a pulse train presented on the reference electrode and a pulse train presented on the

| Subject | Electrode | a   | b   | d   | R²  | a   | b   | d   | R²  | a   | b   | R²  |
|---------|-----------|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|
| S1      | D4        | 0.43| 0.69| 0.01| 0.92| 0.43| 0.69| 0.00| 0.92| 0.09| 1.00| 0.83| 0.14| 0.91| 0.87|
| S1      | C4        | 0.13| 1.00| 0.01| 0.97| 0.13| 1.00| 0.00| 0.97| 0.13| 1.00| 0.97| 0.22| 0.91| 0.97|
| S1      | D4        | 0.43| 0.69| 0.01| 0.92| 0.43| 0.69| 0.00| 0.92| 0.09| 1.00| 0.83| 0.14| 0.91| 0.97|
| S1      | C4        | 0.13| 1.00| 0.01| 0.97| 0.13| 1.00| 0.00| 0.97| 0.13| 1.00| 0.97| 0.22| 0.91| 0.97|
| S2      | D4        | 2.42| 0.35| -0.01| 0.97| 2.41| 0.35| 0.00| 0.97| 0.08| 1.00| -0.80| 1.37| 0.46| 0.89|
| S2      | C4        | 0.28| 0.33| 0.00| 0.93| 0.29| 0.33| 0.00| 0.93| 0.06| 1.00| -1.05| 1.17| 0.46| 0.83|
| Average |           | 8.84| 0.38| -5.80| 0.96| 6.61| 0.43| 0.00| 0.95| 0.06| 1.00| -0.25| 1.20| 0.46| 0.92|

**Rating Data**

For subject S1, there was little difference in the percentage of variance accounted for (R²) between any of the models. For subject S2, the fits for the power functions accounted for significantly more variance than the linear fit, but there was little difference in the percentage of variance accounted for between any of the power functions. These data could probably also be fit well using other nonlinear functions: the power of our data was not sufficient to differentiate power fits from other similar models. One advantage of modeling our data using a power function with zero intercept is that the exponent b, which describes the shape of the curve relating apparent brightness to current amplitude, is then independent of the scaling parameter a. As described, the amplitude of the reference pulse was chosen relatively arbitrarily, leaving the parameter b to describe the nonlinearity in the amplitude-brightness function. If we had, for example, chosen the reference pulse to represent an apparent brightness of 5 rather than 10, then subjects’ ratings of the brightness of the test pulses (which were rated relative to the reference pulse) would have been halved. This would result in a being halved, but b would remain unchanged. We found that for S1, b varied between 0.69 and 1.07 with a mean value of 0.92 and a median value of 0.91. For S2, b varied between 0.31 and 0.58 with a mean value of 0.43 and a median value of 0.46.

A two-factor (subject ¥ electrode size) ANOVA comparing the parameter b used to describe brightness-rating slopes (for the model with zero intercept) only found a significant effect of subject (P < 0.0001), with no effect of electrode size (P > 0.05) and no significant interaction between subject and electrode size.
test electrode using a two-interval, forced-choice procedure in which the subject reported which of two intervals appeared brighter on each trial. Each interval lasted 200 ms; there was a 900-ms delay between intervals (we used a slightly longer delay between intervals than is generally used in vision experiments chosen to minimize adaptation effects\(^19\), and presentation order for the reference and test electrode generally used in vision experiments chosen to minimize adaptation intervals (we used a slightly longer delay between intervals than is generally used in vision experiments chosen to minimize adaptation effects\(^19\)).

Within each run (100 trials), the current amplitude of the reference pulse train was held constant, and the current amplitude of the test pulse train was adjusted using a 1 up–1 down staircase procedure based on which stimulus the subject had reported as brighter in the previous trial. To make comparisons across a range of brightness levels, runs were carried out with the reference pulse train taking five different brightness levels spanning 23.3 μA to 119.7 μA. For each current value on the reference electrode, as the current amplitude of the test pulse train increased, so did the probability of the subject reporting that the test pulse train was brighter.

We used a Monte Carlo simulation procedure to find the best-fitting cumulative normal function to find the error value of the estimated point of subjective equality (PSE; the amplitude of the test pulse train for which the test and reference appear equally bright).

Results

Figure 3B shows an example of a single data run in which the test electrode B4 was brightness matched to the reference electrode C3 (41.1-μA, 15-Hz pulse train). The x-axis represents the current amplitude of the test pulse train, and the y-axis represents the probability of the subject reporting that the test pulse train was brighter than the reference pulse train. We used a Monte Carlo simulation procedure\(^25,26\) to find the best-fitting cumulative normal function, which was used to calculate the estimated point of subjective equality. The data run shown here contained 100 trials; the size of each data point is proportional to the number of trials at that test pulse train amplitude.

Figure 4 shows brightness matching between the reference and test electrodes for both subjects. Each point represents the amplitude on the test electrode required to reach the PSE for a fixed current amplitude on the reference electrode. The x-axis represents the current amplitude of the reference electrode, and the y-axis represents the current amplitude of the test electrode.

As would be expected, when the reference electrode was brightness matched to itself, the curve of subjective equal brightness fell along a line of unity slope. In experiment 1, we found that brightness as a function of current could be described using Stevens’ power function \(B = aC^b\). The natural extension of Stevens’ model to this brightness comparison data was made by assuming that the brightness of both the test and the reference electrode could be described using Stevens’ power function, i.e., with the equations \(B_T = aT_C^b\) and \(B_R = aR_C^b\) for the test and reference electrode, respectively. By rearrangement, the current on the test electrode \(C_T\) needed to match the brightness of the reference electrode at a given current amplitude \(C_R\) can be described as \(C_T = a_T/a_R\) \((C_R)^{b/a_R}\). The dotted lines show a fit to our brightness-matching data using the model \(C_T = aT_C\), where both a and b were allowed to vary (a represents \(a_T/a_R\), and b represents...
b_R/b_G). The solid lines represent a fit based on the model \( C_F = aC_{G_F} \). The assumption that \( b = 1 \) is, of course, equivalent to \( b_R = b_T \) (the same power function exponent is applied to both electrodes being compared).

Best-fitting parameter values and percentage of variance accounted for with these two different fits are shown in Table 2. The linear model where \( b = 1 \) again accounted for a large amount of the variance, suggesting that reasonable brightness matching can be carried out across electrodes by measuring a single parameter, \( a \).

The value of \( a \) has a simple intuitive interpretation: a slope of 0.9 means that for any current amplitude on the reference electrode, the test electrode only required 90% as much current as the reference electrode to appear equally bright. We found that slopes varied between 0.65 to 1.59 for S1 and between 0.74 to 1.10 for S2 (i.e., the least sensitive electrode required 145% more current than the most sensitive electrode to create an appearance of equal brightness for S1 and required 49% more current for S2).

We found that the slopes of these brightness-matching functions was significantly shallower for large (520 \( \mu \)m) than for small (260 \( \mu \)m) electrodes, implying that less current was required on a large electrode to match the brightness of a small subject (brightness-matching slopes found a significant effect of both slope and threshold (also explain why we did not find a significant correlation were much smaller than at high current levels. This may different sizes of electrode at near threshold levels of stimulation as can be seen in Figure 4, differences in sensitivity across different amplitudes of the reference pulse was brighter to be very small. If subjects were exquisitely accurate in assigning brightness ratings to changes in amplitude, we would expect this uncertainty range to be very small. If subjects showed large amounts of variability in assigning brightness ratings, then this uncertainty range would have been large.

The black solid line in Figure 5B shows a single brightness matching function (re-plotted from Fig. 4) for the same electrode. Gray triangles and lines represent \( \pm 1 \) SD along the y-axis and found the corresponding amplitude values along the x-axis. If subjects were exquisitely accurate in assigning brightness ratings to changes in amplitude, we would expect the current range over which subjects were uncertain whether the test or the reference pulse was brighter to be very small. If subjects were insensitive to changes in brightness, this uncertainty range would have been large.

Figure 5C plots uncertainty range as a function of current amplitude (rating, thin lines) and current amplitude of the reference electrode (matching, thick lines) for both subjects. Only those electrodes for which both types of measurement were taken were included. Note that the brightness rating task used single pulses, whereas the brightness matching task used pulse trains. However, data (not shown) comparing brightness matches for individual pulses to pulse trains on the same electrode did not show any difference in measurement variability between the two types of stimulation. It can be seen that for any given electrode, subjects were able to make finer brightness discriminations when using the matching protocol than they were when using the rating protocol. Using the rating protocol, the size of subjects’ standard deviations suggested that they would be able to reliably (with 64% accuracy) differentiate between less than four brightness levels, whereas the standard deviations from our matching protocol suggested that subjects might be able to differentiate up to 16 different brightness levels.

**COMPARISON OF MEASUREMENT VARIABILITY BETWEEN BRIGHTNESS RATING AND MATCHING MEASUREMENTS**

The black solid line in Figure 5A shows a single brightness rating function (re-plotted from Fig. 2) for electrode S2 D4, with gray triangles and lines representing \( \pm 1 \) SD in the brightness ratings. To compare variability in brightness-rating judgments to brightness-matching judgments, it was necessary to convert variability in rating scores to variability in current amplitude. To do this, we interpolated to find the points along the curves representing \( \pm 1 \) SD along the y-axis and found the corresponding amplitude values along the x-axis. If subjects were exquisitely accurate in assigning brightness ratings to changes in amplitude, we would expect this uncertainty range to be very small. If subjects showed large amounts of variability in assigning brightness ratings, then this uncertainty range would have been large.

**DISCUSSION**

We show here that apparent brightness increases systematically as a function of current amplitude in subjects who undergo implantation with an epiretinal electrode array.

**TABLE 2. Best Fitting Parameter Values and Percentage of Variance Accounted for Using Two Different Models to Describe Brightness Matching Data**

<table>
<thead>
<tr>
<th>Subject</th>
<th>Electrode</th>
<th>Power Fit</th>
<th>Linear Fit</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>(a)</td>
<td>(b)</td>
</tr>
<tr>
<td>S1</td>
<td>B2</td>
<td>0.07</td>
<td>1.59</td>
</tr>
<tr>
<td>S1</td>
<td>B4</td>
<td>0.31</td>
<td>1.25</td>
</tr>
<tr>
<td>S1</td>
<td>A4</td>
<td>5.04</td>
<td>0.65</td>
</tr>
<tr>
<td>S1</td>
<td>C4</td>
<td>1.37</td>
<td>0.81</td>
</tr>
<tr>
<td>S1</td>
<td>C5</td>
<td>0.91</td>
<td>1.02</td>
</tr>
<tr>
<td>S1</td>
<td>C1</td>
<td>0.29</td>
<td>1.25</td>
</tr>
<tr>
<td>S1</td>
<td>C2</td>
<td>1.00</td>
<td>1.10</td>
</tr>
<tr>
<td>Average</td>
<td></td>
<td>1.00</td>
<td>1.00</td>
</tr>
</tbody>
</table>

*\(a\) and \(b\) are the best-fitting parameter values for the power and linear models, respectively. \(R^2\) is the percentage of variance accounted for by each model.*
Subject Variability in the Rating Task

In the brightness rating experiment, S2 showed remarkable test-retest reliability even across separate sessions. For S1, rating judgments seemed to vary significantly across repeated measurements, even when both sessions were carried out on the same day. It should be noted that despite these differences across sessions, S1 did reliably report the standard as having a brightness of 10 and reliably (with relatively small standard errors) reported increasing brightness with increasing current intensity, suggesting that she understood the task.

It seems unlikely that this variability resulted from movement of the electrode array across sessions. Both subjects had arrays that were assessed as close to the retina throughout the data collection period (data were collected over 29 weeks in the case of S1 and 54 weeks in the case of S2), and there was no noticeable movement of the array over the course of data collection, as assessed by threshold measurements, fundus examination, and optical coherence tomography. This explanation is also inconsistent with the finding that her rating measurements varied within a single session.

Another possibility was that these changes in apparent brightness were caused by adaptation effects within a session. However, in a previous study, we systematically examined adaptation between two intervals of a single trial, between the beginning and end of a run (approximately 100 trials), and between the beginning and end of a session. No adaptation effects were found between the beginning and the end of a run or between the beginning and end of a 3-hour testing appointment, inconsistent with adaptation being responsible for the change in the brightness ratings of S1 across sessions. Small adaptation effects were found between two intervals of a single trial for a 1050-ms inter-interval delay (similar to the delay between the standard and test in our brightness-matching paradigm). However, this adaptation effect would be expected to result in a very slight and systematic increase in the slope relating apparent brightness as a function of current rather than variance across sessions.

We think it most likely that S1 changed her subjective rating scale across sessions. For example, elicited percepts were not uniformly bright, so her rating scale could have varied depending on whether she was rating the percept based on the average brightness or the brightest part of the percept. Subjects were not informed “how” to judge brightness for any individual electrode but were told to keep their criterion consistent within a given session.

Shape of the Power Function for Rating Judgments

Brightness ratings can consistently be well fit by a power function with zero intercept, as is traditionally used for magnitude data. Nonlinearities in the amplitude-brightness function did vary across our two subjects, but within each subject good fits could be obtained using a fixed exponent \( b \) across all electrodes. Exponents for rating data ranged between 0.69 to 1.07 for S1 and 0.31 to 0.58 for S2. Rating data for electrical stimulation of the skin and visual cortex are both better described with exponents greater than 1, implying an accelerating response at high-stimulation amplitudes. However, rating data for most sensory stimuli (including our data) are best fit with exponents less than 1, implying response saturation at high intensities. Brightness-rating data for a light point source presented in darkness has an exponent of 0.5. For light stimuli, this exponent decreases as a function of the size of the light source: a 5° light stimulus has an exponent of 0.333.22,28 One interesting possibility is that the difference in exponent between our two subjects might have corresponded to differences in the apparent size of their elicited percepts. Unfortunately, our inability to provide a fixed-size reference visual target to these blind subjects makes it technically challenging to compare apparent size across sub-

Although underlying neuronal responses cannot be directly inferred from rating judgments, the wide range of power law exponents observed across different types of stimuli suggests that differences in transducer functions between sensory systems are critical in determining the shape of the rating function. This is supported by evidence showing that the power function evoked by stimulating the acoustic nerve electrically is very different from the function relating loudness to sound intensity29 and by a variety of studies in the tactile domain suggesting that rating judgments may be linearly related to the underlying neuronal response.30 This linear relationship does not imply that the intervening neural transforms are all linear but simply that the sum of their serial superpositions is linear.31 One potential explanation for our finding that brightness-rating functions are considerably more linear for electrical stimulation than for light stimuli might be that early stages of adaptation within cones (and possibly further stages of adaptation within bipolar and amacrine cells) are bypassed during electrical stimulation, thereby reducing saturation effects for higher intensity stimuli. It would be interesting to see whether retinal spiking rates in animal models show analogous differences in the functions relating firing rates to light versus electrical stimuli.

Although all electrodes showed a monotonic increase in brightness as a function of current, different electrodes (even within a single observer) varied significantly in how brightness increased with current amplitude. As measured in the brightness-matching task, the least sensitive electrode required 145% more current than the most sensitive electrode to create an appearance of equal brightness for S1 and required 49% more current for S2.

As described in earlier work, thresholds (the current required to reliably detect whether stimulation has occurred) also vary widely across subjects and across electrodes.18,20 Potential factors that may affect sensitivity to electrical current include the degree of retinal degeneration, time from onset of total or partial blindness, differences in degeneration,7,8 differences in sensitivity to electrical current across each subject’s retina, and differences in the distance of the array from the retina.20 These factors are also likely to be associated with differences in apparent brightness as a function of stimulation amplitude. As more patients undergo implantation and better retinal imaging techniques are developed, it should be possible to gain a better understanding of the relative importance of these various factors. Another important issue that will have to be addressed once more subjects undergo implantation is how the apparent size of percepts varies as a function of stimulation amplitude. As described, our subjects differed in how apparent size varied with stimulation amplitude. Regardless of whether apparent size remains relatively constant (similar to S2) or increases (S1) as a function of stimulation amplitude, some way of modeling the effect of stimulation current on percept size will have to be developed so as to maximize the “naturalness” of elicited percepts. Consistently evoking phosphene of regular shape by which the brightness can be varied but the apparent size remains constant might be ideal; however, this may not be achievable.

**Effect of Electrode Size**

One factor that did show a significant effect on the measured slope for the brightness-matching task was the size of the electrode, with larger electrodes showing shallower slopes in the brightness-matching task than small electrodes, implying that less current was required on a large electrode to match the brightness of a small electrode.

It should be noted that this result is the opposite of what one might expect from simpler models of current density across electrodes, which predict that (assuming threshold/brightness is proportional to charge density) large electrodes would require more current to match the reference electrode than small electrodes. This result also contradicts a recent literature review by Sekirnjak et al.,32 who found, across a wide range of in vitro and in vivo studies (using electrodes varying between 2 and 1800 μm in diameter), that log thresholds increase linearly with log electrode area with a slope of 0.7.

Given the large electrode sizes used in this experiment, it is likely that current density concentrated in a “ring” around the electrode edges.33-36 As a result, the peak charge density near the edge of the electrode was likely to be higher than the charge density that would be predicted based on calculations using the entire electrode’s surface area. Smaller electrodes would be expected to be less susceptible to this “ringing” than larger electrodes, resulting in a more even current distribution across the electrode surface and a lower peak charge density. If brightness is related to peak charge density rather than the mean charge density, this might explain why larger electrodes required less current than smaller electrodes to elicit a given brightness level.

It is also possible that the stimulation of a larger retinal area results in greater perceived brightness. This is the case for light stimuli: the detection threshold of small light stimuli is proportional to the area of that light stimulus multiplied by its luminance (Ricco’s law). Ricco’s law is thought to hold for stimuli of up to 0.5° in the parafovea,37,38 where our electrode array was positioned. For much larger stimuli, the detection threshold is proportional to spot luminance. For stimuli of intermediate sizes, there appears to be a range of partial summation (Piper’s law). Our 260- and 520-μm electrodes subtended visual angles of 0.9° and 1.8° of visual angle on the retina, respectively. The stimuli generated by our electrodes might therefore easily have fallen within the range where Piper’s law might be expected to hold.

It is also worth noting that differences in current distribution between large and small electrodes may have resulted in differential recruitment of neurons (both within a given cell class and across cell classes) between the two electrode sizes. Percepts generated by a low level of stimulation across a wide area compared with a smaller, more intense stimulation pattern might result in the same reported brightness but nonetheless might be based on very different populations of cells and be very different in appearance.

**Conclusions**

Given that the function relating current to brightness varies across electrodes, it is necessary to develop some mapping that will easily permit brightness to be equated across an entire array. As the numbers of electrodes in an array increase, it will be unfeasible to measure full brightness-rating or brightness-matching functions for each individual electrode.

Here, we find that that brightness as a function of current amplitude can be described using a power function with a single scaling factor as a free parameter. Equivalently, it is possible to describe relative brightness across electrodes using a linear scaling with a single free parameter based on the slope of the brightness-matching function using a single electrode as a reference.

Of course, these results may not hold for other stimulation waveforms (though see Ref. 19), other prosthetic devices (such as those using much smaller electrodes or subretinal implantation), or in arrays that are less proximate to the retina (among other factors). However, these results, if they hold...
more generally, suggest that it should be possible to normalize brightness across an entire array of electrodes by measuring a single parameter for each electrode. A single brightness rating or matching judgment, if made at relatively high amplitude, would be sufficient to describe relative sensitivity across electrodes, and thereby provide a simple method of creating the appearance of equally bright phosphenes across an entire array across a wide range of brightness levels.
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