Nature of the Visual Loss in Observers With Leber’s Congenital Amaurosis Caused by Specific Mutations in RPE65
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PURPOSE. To characterize visual losses associated with genetic mutations in the RPE65 gene that cause defects in the RPE-specific isomerase, RPE65. RPE65 is an important component of the retinoid cycle that restores 11-cis-retinal after its photoisomerization to its all-trans form. The defects investigated here cause Leber’s congenital amaurosis (LCA2), an autosomal, recessively-inherited, severe, congenital-onset rod–cone dystrophy.

METHODS. Vision was assessed in nine patients and 10 normal controls by measuring: (1) long-wavelength sensitive (L-) cone temporal acuity (critical flicker fusion frequency or cff) as a function of target illuminance, and (2) L-cone temporal contrast sensitivity as a function of temporal frequency at a fixed-target illuminance. Measurements were made by modulating either a 650-nm light superimposed on a 480-nm background or the red phosphor of a color monitor on a background produced by the monitor’s blue phosphor.

RESULTS. RPE65-mutant observers have severely reduced cffs with shallower cff versus log illuminance functions that rise with a mean slope of 4.53 Hz per decade of illuminance compared with 8.69 Hz in normal controls. Consistent with the cff differences, RPE65-mutant observers show losses in temporal contrast sensitivity that increase rapidly with temporal frequency.

CONCLUSIONS. All RPE65-mutant observers have consistent and substantial losses in temporal acuity and sensitivity compared with normal observers. The losses can be characterized by the addition of two sluggish filters within the mutant visual pathway, both filters with a time constant of 29.5 ms (i.e., low-pass filters with cut-off frequencies of 5.40 Hz).
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Leber’s congenital amaurosis (LCA) is a group of severe, autosomal recessively inherited, congenital-onset rod–cone dystrophies that typically result in complete loss of vision in the third or fourth decade of life.1,2 One form of the disease, LCA2, can be caused by more than 87 different mutations in the gene that encodes RPE65, an RPE-specific 65-kDa isomerase3–8 (in the public domain, see, http://www.hgmd.org). Other mutations of the RPE65 gene have been associated with recessive retinitis pigmentosa (RP20).3,9 fundus albipunctatus,10 and an autosomal dominant form of RP with choroidal involvement.11 RPE65 catalyzes the isomerization of all-trans-retinyl esters to 11-cis-retinol A. It is thus a key component of the visual cycle, the biochemical pathway that regenerates visual pigment after exposure to light.12–18 Lack of functional RPE65 results in deficiency of 11-cis retinal, the light-sensitive chromophore that binds to the G protein–coupled receptor protein opsin, with the result that rod photoreceptor cells are unable to respond to light.19,20 Therefore, LCA2 patients are usually night blind. By contrast, cone photoreceptors have access to 11-cis retinal through an alternative pathway that does not depend on RPE65, thus allowing cone-mediated vision in younger patients with LCA2.21,22

Retinitis pigmentosa, of which LCA2 is one congenital form, is made up of a highly heterogeneous group of retinal degenerative hereditary diseases now known to be caused by mutations in more than 50 different genes.23,24 Consequently, earlier psychophysical work on RP without genetic information is now of relatively limited use. The power of temporal acuity and temporal contrast-sensitivity measurements in the modern context of molecularly-characterized visual disorders is that the analysis and modelling of the functional loss can be directed at the specific molecular loss and its consequences.

Here, we consider the nature of the visual loss in a cohort of individuals with mutations in the gene encoding the RPE65 protein that cause LCA2; the mutations are specified in Table 1. In both affected individuals and normal observers we measured: (1) temporal acuity (sometimes called critical flicker fusion frequency or cff) as a function of target radiance, and (2)
temporal contrast sensitivity as a function of frequency at a fixed mean target radiance. This strategy has been adopted before to investigate various pathologies, including RP.

**METHODS**

The data presented here are baseline measurements from a clinical gene therapy trial made in RPE65-mutant patients aged between 6- and 23-years old. The younger patients, aged between 6 and 13 years, who were recruited in the final stages of the trial, could not use the optical testing system used for the older observers. Consequently, we modified the protocol for them and used instead a standard visual display (cathode ray tube, CRT) for testing. We were instructed to fixate the stimuli foveally. The patients all retained some foveal function, and none of them suffered from severe nystagmus (fixation was not monitored in these experiments, but in other tasks not described here) their foveal fixation was found to be good but variable. In a comparable group of patients, fixational instabilities of between 0.19° and 0.45° were found.)

**Observers**

The genetic mutations, sex, age at the time of treatment, and the best-corrected spatial acuity in the left and right eyes of the nine patients are listed in Table 1. The visual acuities were measured using logMAR Early Treatment Diabetic Retinopathy Study charts. Patients judged by clinicians to require “significant” correction were excluded from the clinical trial. The same subject codes will be used in forthcoming reports of the gene therapy trial.

The older observers (S1, S3, S5, S6, and S12) were measured with stimuli presented in Maxwellian-view and with their heads stabilized using a bite bar, whereas for the younger observers (S7, S8, S10, and S11), stimuli were generated on a CRT with a chin rest to maintain viewing distance and reduce head movements. Observers were instructed to fixate the stimuli foveally. The patients all retained some foveal function, and none of them suffered from severe nystagmus (fixation was not monitored in these experiments, but in other tasks not described here) their foveal fixation was found to be good but variable. In a comparable group of patients, fixational instabilities of between 0.19° and 0.45° were found.)

**RESULTS**

In terms of the repeatability of these measurements over the 3 years of the measurements, these patients proved to be proficient and reliable psychophysical observers. Repeat measurements of temporal sensitivity made after treatment in the untreated eye (not reported here) were relatively stable.

A group of 10, young, adult volunteers, nine female and one male, and ranging from 21 to 29 years with a mean age of 26.4 years, with normal or corrected to normal visual acuity, provided representative control data. All had normal color vision. The 10 normal volunteers carried out all experimental tasks with both optical systems; we have used their data in comparing the patients’ results obtained with different systems. The mean logMAR values for the normal observers with correction was −0.07. Eight observers required no correction during the psychophysical experiments, one wore a corrective lens of −1.0 diopters (D), and another a lens of −4.25 D.
This study conformed to the standards set by the Declaration of Helsinki, and the procedures have been approved by the Moorfields Research Governance Committee, and the local research ethics committee. All subjects or their parents signed informed consent forms.

Maxwellian-View System

Apparatus. The Maxwellian-view optical system has been described in full detail elsewhere.\(^2\) Briefly, the optics comprised a standard two-channel system with a 2-mm exit pupil illuminated by a 900-W Xe arc lamp (Osram, Munich, Germany). One channel was used to produce a 4° diameter, circular, 650-nm ‘target’ field, and the second, to produce a concentric, superimposed circular 480-nm background field of 9° diameter. The wavelengths of the target and background were determined by interference filters (Ealing, South Natick, MA, USA or Oriel, Stratford, CT, USA) inserted into collimated beams in their separate channels. The filters had full bandwidths at half-maximum transmission of between 7 and 11 nm. The radiance in each channel was varied by a combination of neutral-density filters (Oriel), also inserted into the collimated beams, and by the rotation, under computer control, of a circular, variable-neutral-density filter (Rolyn Optics, Covina, CA, USA) located near a focus within the target channel.

Sinusoidal variation of the target radiance was produced by pulse-width modulation of the target beam by a fast, liquid-crystal, light shutter located near a focus in the target beam. The shutter ran at 400 Hz with rise and fall times faster than 50 \(\mu\)s (Displaytech, Longmont, CO, USA), thus producing effectively rectangular pulses at a fixed frequency of 400 Hz but with variable width. The pulse width was varied sinusoidally under computer control using programmable timers (DT2819; Data Translation, Marlborough, MA, USA) to produce sinusoidal stimuli at the desired visible frequencies at modulations up to 92% (frequencies near the 400-Hz rectangular-pulse frequency and above were much too high to be resolved, so that observers saw only the sinusoidally-varying stimuli produced by the variation of the pulse width).

The observer’s head was fixed to the system by a hardened dental impression (bite bar) mounted on a milling-machine head that was adjusted to locate the exit pupil of the optics in the center of, and in the plane of the pupil of, the patient’s eye. The image of the source in the plane of the observers’ pupils was always less than the minimal pupil size so that retinal illumination was not affected by pupil size.

The older patients and all normal controls performed measurements on this system.

Stimuli. We measured the temporal properties of vision primarily mediated by long-bandwidth sensitive (L-) cones using sinusoidally flickered targets. We refer to the amplitude of the flicker relative to the mean radiance as the “modulation,” \(m\), which is defined as the conventional Michelson contrast:

\[
m = \frac{I_{\text{max}} - I_{\text{min}}}{I_{\text{max}} + I_{\text{min}}},
\]

where \(I_{\text{max}}\) and \(I_{\text{min}}\) are the maximum and minimum radiances of the stimulus, respectively. Thus, the sinusoidally flickering stimulus, \(A(t)\), is given by:

\[
A(t) = \hat{R}(1 + m \sin(2\pi ft)),
\]

where \(\hat{R}\) is the mean radiance and \(f\) (Hz) is the rate of flicker. The modulation, \(m\), could be varied under computer control.

L-cone stimuli. The 650-nm target wavelength favored detection by cones rather than rods, while the 481-nm background, which delivered 8.24 log quanta s\(^{-1}\) deg\(^{-2}\) at the cornea (1.37 log\(_{10}\) photopic trolands [td] or 2.53 log\(_{10}\) scotopic td), mainly served to suppress the rods, but also selectively desensitized the M-cones at lower target radiances. The background was present for all the experiments reported here. For the cff measurements, the target radiance was varied from 0 to 11.5 log\(_{10}\) quanta s\(^{-1}\) deg\(^{-2}\). These target and background conditions isolate the L-cone response over most of the 5 log\(_{10}\) unit intensity range, but at high intensities, the M-cones are also likely to contribute to flicker detection. We were largely unconcerned about the possibility of a mixed M- and L-cone response at higher levels. For the modulation sensitivity measurements, the mean target radiance was set to a time-averaged radian of 10.28 log\(_{10}\) quanta s\(^{-1}\) deg\(^{-2}\) (3.15 log\(_{10}\) photopic td).

Procedures. The older patients and normal controls light adapted to the background and target for 3 minutes before any measurements and the method of adjustment was used to measure visual responses. They interacted with the computer that controls the apparatus by means of an eight-button keypad, and received information and instructions via tones and a voice synthesizer. Each experiment was repeated three times, usually on separate days. The mean of the results for each experimental run was averaged for each observer separately and the standard error determined. The visual stimulus, focused in the plane of the pupil, was the only visible light source for the observers in an otherwise dark room.

\(\text{off measurements}\). The target contrast was held fixed at the maximum value of 92% and the time-average radian set to values ranging from approximately 6 to 10.7 log\(_{10}\) quanta s\(^{-1}\) deg\(^{-2}\) by the experimenter’s inserting neutral-density filters into the target channel. At each target radiance, the observer adjusted the rate of flicker up or down by means of buttons to determine the highest frequency of flicker at which flicker was just visible and indicated satisfaction with their adjustment by pushing a third button. The observer then moved the flicker frequency away from their setting and redetermined their flicker “threshold” twice more before the mean radiance of the target was changed. All three settings and their mean were stored in the computer and the experiment was repeated on three separate occasions for the normal observers and, depending on availability and time constraints, one or two separate occasions for the RPE65-mutant observers.

\(\text{Temporal contrast-sensitivity measurements (TCSFS)}\). The mean radiance of both the background and the target were fixed at 10.28 and 8.24 log\(_{10}\) quanta s\(^{-1}\) deg\(^{-2}\), respectively, and the frequency of the flickering target was fixed at values ranging from 0.5 to 50 Hz. The observers adjusted the modulation of the flickering stimulus to determine the lowest contrast at which flicker was just visible (the modulation could be varied up or down in large or small steps depending on the button pressed). The observer determined their modulation threshold three times at any given frequency before the flicker frequency of the target was automatically changed by the computer. Again the average and SEMs obtained on the three different occasions for the normal observers and, depending on availability and time constraints, on two or three separate occasions for the RPE65-mutant observers are reported.

Calibration. The radiant fluxes of the target and background fields were measured at the plane of the exit pupil using an UDT (United Detector Technology) radiometer, calibrated by the manufacturer (Gamma Scientific, San Diego, CA, USA) against a standard traceable to the US National Bureau of Standards. The neutral-density filters (and circular neutral-density wedge) were calibrated in the optical system, separately for each wavelength used, using the radiometer. The target radiances are reported as time-averaged values. Neutral density filters, fixed and variable, were calibrated in situ for the test and background wavelengths used. A spectroradiometer (EG&G,
San Diego, CA, USA) was used to measure the center wavelength and the bandwidth at one-half the amplitude of each interference filter in situ.

**CRT System**

**Apparatus.** Either a calibrated 21” Barco Calibrator (Barco, Kortrijk, Belgium) or a 21” Sony FD Trinitron CRT (Sony, Minato, Japan) were used to display the visual stimuli. The stimuli were generated by a Visual Stimulus Generator (ViSaGe; Cambridge Research Systems Ltd, Rochester, Kent, United Kingdom), which provided intensity resolution of up to 14-bits per gun. The red, green, and blue guns of each monitor were individually gamma-corrected, and thus linearized. The refresh rate of the monitor was set to 160 Hz with a spatial resolution of 800 × 600 pixels. A six-key response box was used to collect the observers’ responses. The timing of stimulus presentation was implemented by the ViSaGe and was independent of the operating system on the host PC. The younger patients and normal controls performed measurements on this system.

**Stimuli.** The stimuli were chosen to be broadly comparable with those used in the Maxwellian-view system. A flickering 4” diameter “red” circular target was superimposed in the center of a steady, concentric 9” diameter circular “blue” background. The background was generated using only the blue phosphor of the monitor, the spectral distribution of which peaked near 451 nm with a CIE (1931) x, y chromaticity of 0.152, 0.075. The target was generated using only the red phosphor of the monitor, which peaked near 630 nm with an x, y chromaticity of 0.623, 0.342. The maximum luminances of the blue and red primaries depended on the CRT and changed slightly over time, but were between approximately 0.78 and 0.98 log10 cd/m2 for the blue phosphor and between approximately 1.20 and 1.40 log10 cd/m2 for the red phosphor. Calibrations were carried out daily.

The mean level of the blue background for the cff and TCSF measurements was approximately 0.88 log10 cd/m2. The red target for the TCSF measurements had a mean retinal luminance of 0.95 log10 cd/m2.

Sinusoidal variation of the target was produced by sampling a sinusoid at appropriate intervals so that, when presented at the frame rate of 160 Hz, sinusoidal flicker at the desired temporal frequency was seen.

**Calibration.** A Radama spectroradiometer (Gamma Scientific) was used to measure the spectral power distributions of each of the three monitor primaries. A ColorCAL colorimeter (Cambridge Research Systems Ltd.) was used to measure the luminances of each phosphor for gamma correction and to calibrate the experimental conditions daily.

**Procedure.** Procedures were kept as close as possible to those used with the Maxwellian-view system. The major difference was that stimuli were free-viewed monocularly from a distance of 0.5 m (we did not specifically correct for the viewing distance, since the task was temporal not spatial, and used a large target). Also, for the younger observers, the experimenter adjusted either the frequency (for cff measurements) or the modulation (for TCSF measurements) of the target until the observer verbally reported that the flicker percept had just disappeared.

**Results**

**L-Cone Critical Flicker Fusion**

Figure 1 shows L-cone cff (temporal acuity) data as a function of log10 target radiance for the five adult RPE65-mutant observers measured using the Maxwellian-view system. The cff (Hz) is plotted against log10 target radiance and the different symbol shapes indicate the results for each observer. Filled colored symbols give results for their left eyes, open symbols for their right eyes. The mean L-cone cff for the normal observers are also plotted (red circles). In this and the next three figures, error bars indicate ±1 SEM within observers for their left eyes, open symbols give results for the mutant RPE65 gene, closed, colored symbols for the left eye, open symbols for the right eye; S1 (green and open diamonds), S3 (gray and open triangles), S5 (orange and open circles), S6 (purple and open hexagons), and S12 (blue and open squares). The mean data for 10 normal observers (red circles) are also shown. The error bars are ±1 SEM for the RPE65-mutant observers, and between observers for the mean data.

![Figure 1](https://tvst.arvojournals.org/)
on the ordinate but, for the CRT stimuli, intensity is given as luminance (log_{10} cd/m^2).

In normal observers with the CRT system, L-cone cff starts
to rise at approximately \(-1\) log_{10} cd/m^2, increases with a
gradually decreasing slope reaching approximately 32 Hz at
the highest achievable target luminance. As before, the L-cone cff
functions for all observers with the mutant RPE65 show
substantial losses in cff. Flicker is not detected until the mean
650-nm target radiance reaches at least \(-0.5\) log_{10} cd/m^2,
approximately three times more intense than for normal
observers. For the RPE65-mutant observers, the function rises
only slowly with increasing luminance and rarely exceeds 10
Hz at the highest achievable luminance. As in Figure 1, there is
a luminance region for both normal and RPE65-mutant
observers over which the cff grows approximately linearly
with log luminance.

L-Cone Modulation Sensitivity

Figure 3 shows, in separate panels for each of five older RPE65-
mutant observers, the logarithm of temporal modulation
sensitivity plotted as a function of temporal frequency
(logarithmic axis) measured using the Maxwellian-view system.
Both right-eye (inverted filled triangles) and left-eye (filled
triangles) sensitivities are shown. Also shown in each panel are
the mean normal observer modulation sensitivities (red circles).
Measurements were made at a time-averaged 650-nm
target radiance of 10.28 log_{10} quanta s^{-1} deg^{-2}.

Modulation sensitivity functions that are flat or horizontal at
low frequencies but then exhibit an increasing sensitivity loss
as the temporal frequency increases are known as “low-pass”
functions, whereas those that also show a sensitivity loss at low
frequencies (and therefore appear peaked) are known as
“band-pass” functions (the low-frequency loss is usually
attributed to surround antagonism\(^{37-42}\)).

The L-cone modulation sensitivity functions for the mean
normal observer are clearly band-pass in shape peaking near 8
Hz\(^{43-45}\) with sensitivity losses at both high- and low-temporal
frequencies. By contrast, the functions for the RPE65-mutant
observers are roughly similar in shape and, with the exception
of S5, are low-pass in shape but with a substantial variability in
overall sensitivity (i.e., in the vertical positions of the
functions). At higher frequencies, the L-cone modulation
sensitivities for the observers with the mutant RPE65 fall
substantially below the sensitivity of the normal observers.

The logarithmic differences or loss in temporal contrast
sensitivity for each of the RPE65-mutant observers relative to
the mean normal observer are plotted as open symbols in the
lower part of each panel. The losses are the logarithmic
differences between the data for the RPE65-mutant observers
and those of the mean normal observer; data for both eyes are
shown (the continuous blue lines are model fits to the losses
and are described in the Discussion).

Figure 4 shows in separate panels for each of four younger
RPE65-mutant observers the logarithm of temporal modulation
sensitivity measured using the CRT plotted as a function of
temporal frequency (logarithmic axis). In each panel, the mean
normal observer data are also plotted (red squares). Measure-
ments were made at a time-averaged red phosphor (target)
retinal luminance of 0.95 log_{10} cd/m^2 and a blue phosphor
(background) retinal luminance of 0.88 log_{10} cd/m^2.

The L-cone modulation sensitivities for the mean normal
observer are less band-pass than the measurements obtained
with the Maxwellian-view system. This reflects in part the
lower luminance levels used with the CRT, but also chroma-
ticity differences, since the phosphors of the CRT have a much
broader spectral distribution than the nearly monochromatic
lights used in the Maxwellian-view system. Again, the L-cone
modulation sensitivities for the observers with mutant RPE65
fall substantially below the normal observer sensitivities. And
again, all are roughly low-pass in shape with very little loss in
sensitivity at low frequencies, but with some variability in
overall sensitivity.

As in Figure 3, the losses in temporal contrast sensitivity for
each of the RPE65-mutant observers relative to the mean
normal observer are plotted as open symbols in the lower part
of each panel. The continuous blue lines are model fits to the
losses and will be discussed subsequently.

The losses for the RPE65-mutant observers shown as open
symbols in Figures 3 and 4 are low-pass in form and
consistently show an increasing sensitivity loss as the temporal
frequency increases. In each case, the losses are relatively
constant at very low frequencies and subsequently fall
approximately linearly on these coordinates.

**Discussion**

In this section, we concatenate the data from the younger and
older observers and also consider their sensitivity losses
relative to the normal data to develop common models of
the sensitivity losses caused by the RPE65 mutations. Not only
do these models suggest simple underlying mechanisms for the
loss, but they can also be used to quantify and compare the
severity of the visual losses across different patients. Such
models additionally help us to overcome a limitation of this
work, which is that for practical reasons, and because of the
way the protocol for the clinical trial developed, measurements

---

**FIGURE 2.** L-cone critical flicker fusion frequencies measured using a
CRT with a blue background of 0.88 log_{10} cd/m^2 plotted as a function
of the mean log luminance (cd/m^2) of the red target. Data are shown
for both eyes of the four younger observers with the mutant RPE65
measured on the CRT, crossed, colored symbols for the left eye, open
symbols for the right: S7 (yellow crossed and open circles), S8 (black
crossed and open inverted triangles), S10 (red crossed and open diamonds),
and S11 (blue crossed and open hexagons). The mean data
for the 10 normal observers (red squares) are also shown. The error bars
are \pm 1 SEM for the RPE65-mutant observers, and between observers
for the mean data.

**FIGURE 3.** The logarithmic differences or loss in temporal contrast
sensitivity for each of the RPE65-mutant observers relative to
the mean normal observer are plotted as open symbols in the lower
part of each panel. The continuous blue lines are model fits to the
losses and will be discussed subsequently.
in children and older observers were made under different but comparable conditions.

**L-Cone Critical Flicker Fusion**

Figure 5 combines all the cff data within a single plot; the cff (Hz, linear scale) is plotted as a function of retinal illuminance (in log10 photopic td). The upper panel of Figure 5 shows the data from normal observers (red circles) and the RPE65-mutant observers S1, S3, and S5, S6, and S12 obtained with the Maxwellian-view system all from Figure 1. The intensity measure of Figure 1, log radiance, has been converted to retinal illuminance (log photopic td) using the standard transformation.46

The CRT data for the observers with normal vision (red squares) and for S7, S8, S10, and S11 from Figure 2 are also shown on the same axes. The conversion from cd/m² (Fig. 2) for a 4° target presented on a screen to retinal illuminance in photopic trolands is more complicated. We took the pragmatic approach of using the normal observer cff data measured on the two systems to equate the effective retinal illuminances in the two cases by horizontally shifting the cff data of normal observers measured using the CRT (red squares) to align them with their Maxwellian-view data (red circles; the alignment was made between 20 and 33 Hz, the range over which the cff data plotted on a linear scale as a function of the logarithmic of luminance are well-described for both sets of normal data by a straight line in accordance with the Ferry-Porter law (the fitted straight blue line in the upper panel)).35,36 The best-fitting shift from log10 cd/m² for the normal CRT data to fit the normal Maxwellian-view data plotted in log10 photopic trolands was 0.86 log10 unit. Consequently, the cff data from Figure 2 both for the mean normal observer, and for the RPE65-mutant observers, averaged between the eyes, is plotted in Figure 5 after having been shifted by 0.86 log10 unit along the abscissa (error bars for the affected observers have been omitted for clarity).

The data in the middle panel (plotted as in the upper panel at a larger scale but with the same aspect ratio) are the averaged left and right eye data for each affected observer. The blue lines in the middle panel are the best-fitting lines to the linear regions of each RPE65-affected observer’s data. All fits minimized the sum of the squared deviation between the data and the line. The slopes of the best-fitting lines are tabulated on the left-hand side of Table 2 together with the R² value for the overall fit. The goodness of fit, indicated by the R² value of 0.987, is excellent.

The slopes for the RPE65-mutant observers range from 1.83 (S6) to 8.04 (S11) Hz per decade with a mean of 4.59. The other parameter in Table 2 is the cff value of the fitted line when the target luminance is 1.5 log10 td (we use this luminance to define the vertical position of the line [rather than the origin]) for the normal observers.

**FIGURE 3.** Each panel shows log10 L-cone modulation sensitivities measured in Maxwellian-view for the left (filled colored inverted triangles) and right (filled colored triangles) eyes of individual RPE65-mutant observers plotted as a function of temporal frequency (Hz, logarithmic axis). The target wavelength was 650 nm with a fixed mean radiance of 10.28 log10 quanta s⁻¹ deg⁻². The target was superimposed on a 480-nm background of 8.24 log10 quanta s⁻¹ deg⁻². The red circles repeated in each panel show mean data for the 10 normal observers. In all the panels the error bars are ±1 SEM for the RPE65-mutant observers, and between observers for the mean data. Also shown in each panel as open symbols are the differences in log sensitivity between each affected observer and normal mean. The blue lines fitted to the sensitivity differences are model fits described in the Discussion.
than the more usual intercept at 0 log_{10} td, since 1.5 log_{10} td is within the illuminance span of the data. The Ferry-Porter slope for the mean normal observer (blue line, upper panel) is 8.69 Hz per decade with an $R^2$ of 0.993 over the fitted range. The $RPE65$ mutation reduces the Ferry-Porter slope by on average approximately 50% compared with the slope for normal observers.

Plotted against the common abscissa in the upper and middle panels of Figure 5, the data obtained using the CRT and Maxwellian-view systems align well. The oldest observer (S1, green diamonds) shows a substantial loss of cff compared with the other observers. The other older observers measured using the Maxwellian-view system (S1, S3, S5, S6, and S12) have slightly lower cffs than the younger observers by on average 1 to 2 Hz consistent with some progressive loss with age. The cff data for the $RPE65$-mutant observers, like those for the normal observers, are consistent with Ferry-Porter law over a range of approximately 1 or 2 log_{10} units of illuminance. Consequently, we can use the Ferry-Porter slopes as a means of quantifying and comparing the cff data among the $RPE65$-mutant observers and between them and the normal observers.

The Ferry-Porter slopes show little correlation with the sensitivity losses inferred either from the temporal contrast sensitivities ($r^2 = 0.118$) or from the predicted cff values at 1.5 log_{10} td ($r^2 = 0.012$). Thus, there is little evidence in these data
for the slopes becoming shallower as the sensitivity loss progresses.

Most of the Ferry-Porter slope estimates for the RPE65-mutant observers (left-hand side of Table 2) differ from the mean slope of 4.59 Hz per decade by less than 1.4 Hz per decade. This suggests that a useful way of quantifying and summarizing the relative losses for the RPE65-mutant observers is to fit the Ferry-Porter line slope at a common best-fitting slope for all the RPE65-affected observers and then to determine the best-fitting vertical shifts of that line required to align it with each set of cff data. The fits were done simultaneously and the results given in the right-hand panel of Table 2. The lower panel of Figure 5 shows the best-fitting Ferry-Porter line (red solid line), which has a slope of 4.53 Hz per decade, together with the data for each observer vertically shifted to align with the red-solid line. As can be seen in the panel, and by the $R^2$ measure of goodness-of-fit measure of 0.916 on the right in Table 2, the Ferry-Porter slope provides a very plausible description of the aligned RPE65 data.

The best-fitting vertical shifts are also tabulated in right-hand side of Table 2 in terms of the cff values of the fitted line at 1.5 log$_{10}$ td. Not unexpectedly, given that the cff and temporal contrast sensitivities at higher frequencies are linked, there is a moderate correlation ($r^2 = 0.55$) between this measure of sensitivity loss and the measure based on the temporal contrast sensitivity.

What can we learn from the Ferry-Porter law slopes? The slopes can be compared with the high-frequency slope of temporal contrast-sensitivity functions (plotted as log contrast-sensitivity versus linear frequency) simply by rotating the cff versus log radiance plot clockwise by 90°. The shallower Ferry-Porter slopes in Hz per decade in the RPE65-mutant observers implies that they suffer much steeper losses in contrast sensitivity with increasing frequency than normal observers, as we indeed find. Such changes are consistent with the damage or loss caused by the RPE65-mutation resulting in a much more sluggish visual response.

### L-Cone Modulation Sensitivity

Our approach to understanding and modelling the sensitivity losses shown in Figures 3 and 4 is to take the conventional approach of assuming that the visual process can be treated as a cascade of leaky integrating stages (or buffered RC circuits), the outputs of which decay exponentially after exposure to a brief pulse of light. An exponential decay with a time constant of $\tau$ can, by a simple Fourier transform, be converted into an amplitude versus frequency function, the magnitude of the Fourier transform of exponential decay. The amplitude, $A(f)$, of $n$ cascaded, identical, leaky integrators as a function of frequency, $f$, is given by:

$$A(f) = r^n \left( (2\pi f \tau)^2 + 1 \right)^{-1/2},$$

(3)

where $\tau$ is the time constant in seconds, assumed to be common to all stages, and $n$ is the number of stages. In the model, light adaptation shortens the time constants of some of the stages and so speeds up the visual response allowing more rapid flicker to be seen. This approach of modelling the eye as a linear temporal filter has a long tradition. In terms of phototransduction, the approach can be compared with considering the system as a cascade of independent reactions each having first-order exponential decays. In the leaky integrator, the response to a pulse decays exponentially with time; while in the reaction, the concentration of the reactant decays exponentially with time.

By modelling the sensitivity differences between the affected and normal observers, we are effectively discounting stages of the cascade with the same time constants in both normal and RPE65-mutant observers as well as any other processes they may have in common. We then assume that the remaining differences reflect changes in the time constants of stages that the observers share, and/or that the mutation produces additional limiting stages in the affected eyes. We model the losses for the RPE65-mutant observers by assuming that they effectively have more stages than the normal observer.

We varied the number of additional stages, $n$, in preliminary fits; and found that we could simplify the model by assuming that each affected observer has two additional stages (i.e., $n = 2$ in Equation 3). In general, when the data were simultaneously modelled and $n$ was allowed to vary, $n = 2$ was the closest integer. Put more formally, the fitting equation (with $n = 2$) was:

$$\log_{10}[A_N(f)/A_A(f)] = -\log_{10} \left[ \tau^2 \left( (2\pi f \tau_A)^2 + 1 \right) \right] + k,$$  

(4)
TABLE 3. Two-Stage Low-Pass Filter Models With Variable Time Constants

<table>
<thead>
<tr>
<th>Subjects</th>
<th>Shifts, $k$</th>
<th>$\tau$ (Corner Frequency)</th>
<th>$R^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>S1</td>
<td>$-0.85 \pm 0.06$</td>
<td>$94.47 \pm 11.88$ (1.68)</td>
<td>0.959</td>
</tr>
<tr>
<td>S3</td>
<td>$-0.10 \pm 0.04$</td>
<td>$58.96 \pm 5.41$ (2.70)</td>
<td></td>
</tr>
<tr>
<td>S5</td>
<td>$0.42 \pm 0.04$</td>
<td>$54.10 \pm 4.96$ (2.94)</td>
<td></td>
</tr>
<tr>
<td>S6</td>
<td>$-0.15 \pm 0.04$</td>
<td>$112.53 \pm 12.12$ (1.41)</td>
<td></td>
</tr>
<tr>
<td>S7</td>
<td>$0.21 \pm 0.08$</td>
<td>$28.68 \pm 3.95$ (5.55)</td>
<td></td>
</tr>
<tr>
<td>S8</td>
<td>$0.19 \pm 0.07$</td>
<td>$26.25 \pm 3.07$ (6.06)</td>
<td></td>
</tr>
<tr>
<td>S10</td>
<td>$0.06 \pm 0.11$</td>
<td>$19.67 \pm 3.44$ (8.09)</td>
<td></td>
</tr>
<tr>
<td>S11</td>
<td>$0.14 \pm 0.11$</td>
<td>$20.71 \pm 3.45$ (7.69)</td>
<td></td>
</tr>
<tr>
<td>S12</td>
<td>$0.24 \pm 0.05$</td>
<td>$47.76 \pm 4.39$ (3.35)</td>
<td></td>
</tr>
<tr>
<td>Mean</td>
<td>$0.00 \pm 0.12$</td>
<td>$51.46 \pm 11.03$ (4.58 ± 0.84)</td>
<td></td>
</tr>
</tbody>
</table>

Columns 2 and 3 give the parameters and standard errors of the best-fitting two-stage filter model to the corrected modulation sensitivity losses for each RPE65-mutant observer; column 2 gives the vertical logarithmic shift of the filter to fit each data set relative to the mean shift, column 3 the time constant in milliseconds and, in brackets, the corresponding corner frequency in Hz. The goodness-of-fit measure for the overall fit, $R^2$, was 0.959.

where the subscripts $N$ and $A$ indicate parameters of the frequency responses of the normal and affected observer, respectively. The value of $k$ represents a frequency independence change in overall sensitivity (a shift on logarithmic ordinates) and $\tau$ represents the time constant common to both stages. Equation 4 was simultaneously fitted to the whole RPE65-mutant dataset to find the best-fitting values of $k$ and $\tau$ for each affected observer. These values along with their standard errors are tabulated in Table 3. The model fits, shown by the continuous blue lines in Figures 3 and 4, are good with an $R^2$ goodness-of-fit of 0.959.

One concern, however, is that the contrast sensitivity differences measured in Maxwellian-view (for S1, S3, S5, S6, and S12) begin to fall at lower temporal frequencies than those measured with the CRT (for S7, S8, S10, and S11). The reason for the differences can be found in the normal observer’s contrast-sensitivity data measured with the two systems. If the normal contrast-sensitivity data obtained with the CRT are vertically aligned with the Maxwellian-view data at higher frequencies, the two sets of normal contrast-sensitivity data agree well at 6 Hz and above. At lower frequencies, the Maxwellian-view data show greater low-frequency attenuation (up to 0.49 log unit at 1 Hz). The differences in the mean normal observers’ log sensitivity are plotted as a function of frequency in the upper panel of Figure 6 (black circles).

The differences across measuring systems at low frequencies are almost certainly due to the different stimulus conditions. In the Maxwellian-view system, the mean luminance of the background is 1/60th of the target, which means that the modulated sinusoidal 650-nm flicker is effectively monochromatic. By contrast, the luminance of the background produced by the blue CRT phosphor is only 7/10th of the target produced by the red CRT phosphor, which means that the modulated CRT flicker will have a strong chromatic component and it is well known that chromatic flicker is less subject to low-frequency attenuation than monochromatic flicker as we find.

The differences in low-frequency attenuation found for normal observers between the two systems, and attributable to the different display systems, will affect the estimates of sensitivity loss for the RPE65-mutant observers as well. To correct for these differences, we adjusted the RPE65 sensitivity losses estimated with the Maxwellian-view system by removing the additional low-frequency attenuation from the normal observer data according to the linear function shown by the solid purple line plotted in the upper panel of Figure 6. After the adjustments, shown in the lower panel of Figure 6, the sensitivity losses for the two groups are more consistent, so that we could proceed with modelling the data.

We can simplify the model by assuming common time constants for the two-stage filter across all affected observers, and then recognize the relative losses to be common for the best-fitting vertical shift of the filter required to align the sets of modulation sensitivity losses the mean loss. The lower panel of Figure 6 shows the best-fitting common two-stage filter (red solid line), both stages of which have the common time constant of 29.45 ms (The additional data points from Tyler et al. [blue crosses], and the blue line will be discussed later.)

The best-fitting vertical logarithmic shifts of the filter to align the data sets with the mean and the best-fitting common time constants are tabulated in Table 4. The goodness-of-fit measure, $R^2$, was 0.898.
TABLE 4. Two-Stage Low-Pass Filter Model With Common Time Constants for All Observers

<table>
<thead>
<tr>
<th>Subjects</th>
<th>Shifts, k</th>
<th>( \tau ) (Corner Frequency)</th>
<th>( R^2 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>S1</td>
<td>-0.61 ± 0.05</td>
<td>29.45 ± 1.42 (5.40)</td>
<td>0.898</td>
</tr>
<tr>
<td>S3</td>
<td>-0.04 ± 0.04</td>
<td></td>
<td></td>
</tr>
<tr>
<td>S5</td>
<td>0.50 ± 0.04</td>
<td></td>
<td></td>
</tr>
<tr>
<td>S6</td>
<td>0.09 ± 0.04</td>
<td></td>
<td></td>
</tr>
<tr>
<td>S7</td>
<td>0.16 ± 0.04</td>
<td></td>
<td></td>
</tr>
<tr>
<td>S8</td>
<td>0.09 ± 0.04</td>
<td></td>
<td></td>
</tr>
<tr>
<td>S10</td>
<td>-0.32 ± 0.04</td>
<td></td>
<td></td>
</tr>
<tr>
<td>S11</td>
<td>-0.09 ± 0.04</td>
<td></td>
<td></td>
</tr>
<tr>
<td>S12</td>
<td>0.23 ± 0.04</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean</td>
<td>0.00 ± 0.11</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Columns 2 and 3 give the parameters and standard errors of the best-fitting two-stage filter model to the adjusted modulation sensitivity losses for each RPE65-mutant observer: column 2 gives the vertical logarithmic shift of the common filter to fit each data set relative to the mean shift; column 3 the time constant in milliseconds and, in brackets, the corner frequency in hertz of the common filter. The goodness-of-fit measure for the overall fit, \( R^2 \), was 0.898.

The lower panel of Figure 6 shows the sensitivity losses for the RPE65-affected observers after they have been vertically aligned with the prediction of the best-fitting two-stage filter. As can be seen, the common two-stage filter provides a reasonable description and simplification of the aligned RPE65-mutant data. The vertical shifts required to align each set of losses with the best-fitting filter provide another estimate of the overall sensitivity losses for each observer. These agree well with the estimates of sensitivity loss obtained from aligning the cff data along a common Ferry-Porter slope (Table 2, column 5).

We speculate that the two-stage filter added to the RPE65-mutant visual pathway in our model can be linked to changes at the molecular or neural level caused directly or indirectly by the mutation. At the molecular level, the additional filters might be linked to a limiting sluggish molecular process (with comparable time-constants to the model values) that maintains residual function within damaged photoreceptors. Alternatively, they might be linked to changes at the neural level. For example, substantial photoreceptor loss in the affected observers could cause the predominant and most effective cone signals to come from the sluggish, spatially-extensive surrounds of spatially-opponent neurons instead of from their centers as in normal observers, with the extra surround sluggishness being characterized by the additional filters in the model. Rather than being a passive process, the photoreceptor loss might instead trigger an active rewiring and reorganization\(^{35,56}\) that produces a novel postreceptoral organization not found in normal retinas (but one that is consistent with the interposition of two identical, sluggish low-pass filters).

As noted above, measurements of cff and temporal contrast sensitivity have been made before in RP observers, but RP observers of unknown genotype. For example, the cff measurements by Tyler et al.\(^{30}\) on nine "simplex" RP observers (sufferers from families in which only one sufferer is affected over three generations) were found to have a Ferry-Porter slope comparable with that of normal observers; this is clearly inconsistent with our cff results for our LCA2 observers. However, Tyler et al.\(^{30}\) also made contrast-sensitivity measurements in four "multiplex" observers (sufferers from families in which only siblings from the same generation are affected over three generations). Of these, the two least sensitive RP observers have temporal modulation-sensitivity losses comparable with the losses we find for LCA2 observers. We have replotted the left eye data for their most insensitive observer (see their Fig. 5B) as crosses in the lower panel of Figure 6. As can be seen, the losses for this observer are consistent not only with the losses for the LCA2 observers but also with the two-stage model.

Felix and Swanson\(^{29}\) found changes in temporal sensitivity but little change in the shapes of foveal temporal contrast-sensitivity functions for their 18 RP observers. However, by selecting observers with spatial acuities better than or equal to 20/32 and with no visual field defects within 5° of the fovea, they effectively excluded observers with LCA2.

In summary, RPE65-mutant observers show consistent and characteristic losses of temporal acuity (cff) and temporal contrast sensitivity. The Ferry-Porter slopes for the RPE65-mutant observers range from 1.83 to 8.04 Hz per decade of luminance with a mean of 4.59 compared with a mean slope of 8.69 ± 0.23 Hz per decade of luminance in normal observers. Fitting a common Ferry-Porter slope to all RPE65-mutant observers suggests an approximately 50% reduction in the Ferry-Porter slope from 8.69 Hz per decade of luminance in normal observers to 4.53 Hz per. The losses in temporal contrast-sensitivity relative to normal observers can be characterized by the interposition of two identical, sluggish low-pass filters. Fitting a common two-stage filter to all RPE65-mutant observers suggests the interposition of a two-stage filter with a common time constant of 29.45 ms.
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